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• Organization
• Logistics
• Course structure
• Grading
• Topics

• Transformer
• Explain building blocks
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Logistics

• Instructor: Meng Li
• Time: Tuesdays, 2:15-3:45pm (first meeting on April 16)
• Room: 2.14.0.32
• Course Management System: Moodle (for posting questions, uploading paper 

proposal / term paper)
• Office Hours: appointment-based
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Logistics

• Course webpage: https://limengnlp.github.io/teaching/pretrain_24s/
• We will maintain website for schedule, slides etc. here, not Moodle!
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Course Structure

• This seminar is the first part of “pretrained models” course and focuses on 
transformer-based pretrained models with encoder-only architecture. It is a 
transition course

• Prerequisites
• Essential understanding of neural networks;
• Familiar with NLP tasks;
• Intellectual curiosity
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Course Structure

• We will focus on one topic each week.
• The first two units: tutorials on transformer and pretrained models.
• From the fourth week, there are two readings for each topic and two students will present in 

each unit. Each student will present one paper and lead followed discussion or activities. 
• The presentation should last 20-30 minutes and leave 15-25 minutes for discussion or 

activities. 
• Students are expected to read both papers every week, and submit one question for each 

paper by Monday evening (23:59).
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Course Structure

• Registration. If you would like to participate, you should directly register through 
PULS. In addition, please drop an email to meng.li (at) uni-potsdam.de until April 
19 (23:59), 2024. In your email, please:

• Tell me your name, semester, and major
• Name your top-3 paper choices from the syllabus for presenting
• Explain why you want to take this course
• List some of your related experience in deep learning/natural language 

processing/implementing NLP models
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Grading

• Questions about readings: 20%
• Questions are graded on a 3-point scale (0: no question submitted, 1: superficial question, 2: 

insightful question).

• Presentation: 30%
• 1 assigned paper

• Final paper: 50%
• 5 pages of main content following the ACL template
• A technical report of a small independent project / A review paper / topic of your choice in 

discussion with me
• Proposal due date: June 16 (23:59), 2024
• Final paper due date: October 13 (23:59), 2024

8



Presentation

• Motivate meaningful questions in a context and think about why this paper is 
important (You’re expected to read more papers if you want to fully understand 
papers)

• Pay attention to technical details, but present experimental results properly
• Highlight take-aways and think about what can be done in the future
• Rehearsal is important, and I am happy to provide comments and give feedback
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Yang, 
Jingfeng, et 
al (2023)
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https://dl.acm.org/doi/abs/10.1145/3649506


Topics
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Discussion

• What are you most excited about pretrained models and want to learn from this 
class? 
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Transformer

• Recap
• MT: RNN+attention -> Transformer;
• Huggingface transformer library

• Learning tips
• Build transformers on your own (The annotated 

transformer by Alexander Rush)
• Multi 30K dataset, etc.

Vaswani et al (2017) 16

https://nlp.seas.harvard.edu/annotated-transformer/
https://proceedings.neurips.cc/paper_files/paper/2017/hash/3f5ee243547dee91fbd053c1c4a845aa-Abstract.html


Transformer

• Encoder-decoder architecture;
• Token Embedding & Positional Encoding;
• Residual Connection & Layer Normalization;
• Multi-head Attention;
• Position-wise Feed-forward Networks;

Vaswani et al (2017) 17

https://proceedings.neurips.cc/paper_files/paper/2017/hash/3f5ee243547dee91fbd053c1c4a845aa-Abstract.html


Token Embedding

• Token embeddings are multiplied by a scaling 
factor sqrt(d_model), where d_model is 
the hidden dimension size.

Vaswani et al (2017) 18

https://proceedings.neurips.cc/paper_files/paper/2017/hash/3f5ee243547dee91fbd053c1c4a845aa-Abstract.html


Positional Encoding

• Original transformer paper use fixed static 
encoding; BERT use learnable embedding.

• The positional encodings have the same 
dimension d_model as the embeddings, so 
that the two can be summed.

• where pos is the position and i is the 
dimension.

Vaswani et al (2017) 19

https://proceedings.neurips.cc/paper_files/paper/2017/hash/3f5ee243547dee91fbd053c1c4a845aa-Abstract.html


Encoding Layer

• Sublayer 1: Multi-head attention -> Residual connections and 
layer normalization;

• Sublayer 2: Position-wise feed-forward networks -> Residual 
connections and layer normalization;

Vaswani et al (2017) 20

https://proceedings.neurips.cc/paper_files/paper/2017/hash/3f5ee243547dee91fbd053c1c4a845aa-Abstract.html


Residual connections

• a simple yet very effective technique to make training deep neural networks easier;
• ResNet 1000 layers

• A very deep network may act like a combination of shallower networks (with more 
channels)

Vaswani et al (2017)Source 21

https://proceedings.neurips.cc/paper_files/paper/2017/hash/3f5ee243547dee91fbd053c1c4a845aa-Abstract.html
https://towardsdatascience.com/what-is-residual-connection-efb07cab0d55


Attention

• How to understand this formula? Do not scared by Q, K, V matrix 
computations …

• What is the inner product of vectors, how is it calculated, and 
most importantly, what is its geometric interpretation?

• If we multiply a matrix X by its own transpose, what does it 
mean?

Vaswani et al (2017) 22

https://proceedings.neurips.cc/paper_files/paper/2017/hash/3f5ee243547dee91fbd053c1c4a845aa-Abstract.html


Attention

• 𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔 𝑿𝑿𝑿𝑿𝑻𝑻 𝑿𝑿
• What does 𝑿𝑿𝑿𝑿𝑻𝑻 stand?
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Attention

• 𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔 𝑿𝑿𝑿𝑿𝑻𝑻 𝑿𝑿
• What does 𝑿𝑿𝑿𝑿𝑻𝑻 stand?
• The geometric meaning of the inner product of 

vectors? The angle between two vectors and the 
projection of one vector on another vector.

• The larger the value of the projection, the higher the 
correlation between the two vectors. (when paying 
attention to word how, more attention also should 
be given to word are)

• 𝑋𝑋𝑋𝑋𝑇𝑇 is a square matrix that stores the result of the 
inner product operation of each vector with itself 
and other vectors.
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Attention

• 𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔 𝑿𝑿𝑿𝑿𝑻𝑻 𝑿𝑿
• What about adding softmax function?
• Normalization (the sum of these numbers is 1)
• what is the core of the Attention mechanism?
• Weighted sum. Weights are the numbers after 

normalization. When we focus on the word “how", 
we should allocate 0.4 of our attention to it itself, 
leaving 0.4 to focus on “are" and 0.2 to “you".
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Attention

• 𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔 𝑿𝑿𝑿𝑿𝑻𝑻 𝑿𝑿
• What is the meaning of the last 𝑿𝑿?
• The new vector is the weighted sum of the “how" 

word vectors through the attention mechanism
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Attention

• What are Q, K, V exactly?
• Q, K, V are derived from the product of X and matrix W, 

which are essentially linear transformation of X.

• Why not just use X but linearly transform it?
• Trainable W matrices could improve the fitting capacity 

of the model.

The illustrated transformer
27

https://jalammar.github.io/illustrated-transformer/


Attention

• 𝑑𝑑𝑘𝑘
• Dimensions of Q, K -> the variance of 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑄𝑄𝐾𝐾𝑇𝑇 and stable training
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Attention

Vaswani et al (2017) 29

https://proceedings.neurips.cc/paper_files/paper/2017/hash/3f5ee243547dee91fbd053c1c4a845aa-Abstract.html


Position-wise Feed-forward Networks

Vaswani et al (2017) 30

https://proceedings.neurips.cc/paper_files/paper/2017/hash/3f5ee243547dee91fbd053c1c4a845aa-Abstract.html


Decoding Layer

• masked multi-head attention layer: the decoder representation 
so far as the query, key and value (target mask to prevent 
peaking/cheating);

• multi-head attention layer: the decoder representation as the 
query and the encoder representation as the key and value;

Vaswani et al (2017) 31

https://proceedings.neurips.cc/paper_files/paper/2017/hash/3f5ee243547dee91fbd053c1c4a845aa-Abstract.html


Not covered

• Source / target masking
• Optimization / regularization:

• Layer normalization;
• Label smoothing

• Training settings
• MT: decoding methods (greedy, beam search, etc.)
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Bonus

• Attention in transformers, visually explained

33

https://www.youtube.com/watch?v=eMlx5fFNoYc
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